On dropsonde surface-adjusted winds and their use for the Stepped Frequency Microwave Radiometer wind speed calibration

Federica Polverari, Joseph W. Sapp, Senior Member, IEEE, Marcos Portabella, Ad Stoffelen, Fellow, IEEE, Zorana Jelenak, Member, IEEE, and Paul S. Chang, Senior Member, IEEE

Abstract—The airborne Stepped Frequency Microwave Radiometer (SFMR) provides measurements of 10-m ocean-surface wind speed in high and extreme wind conditions. These winds are calibrated using the surface-adjusted wind estimates from the so-called dropsondes. The surface-adjusted winds are obtained from layer-averaged winds scaled to 10-m altitude to eliminate the local surface variability not associated with the storm strength. The SFMR measurements and, consequently, the surface-adjusted dropsonde winds represent a possible reference for satellite instrument and model calibration/validation at high and extreme wind conditions. To this end, representativeness errors that those measurements may introduce need to be taken into account to ensure that the storm variability is correctly resolved in satellite retrievals and modelling. In this work, we compare the SFMR winds with the dropsonde surface-adjusted winds derived from the so-called WL150 algorithm, which uses the lowest 150-meter layer between 10 m to 350 m. We use nine years of data from 2009 to 2017. We focus on the effects of the layer altitude and thickness. Our analysis shows that the layer altitude has a significant impact on dropsonde/SFMR wind comparisons. Moreover, the averaged winds obtained from layers thinner than the nominal 150 m and closer to the surface are more representative of the SFMR surface wind speed than the WL150 speeds. We also find that the surface-adjusted winds are more representative of 10-km horizontally averaged SFMR winds. We conclude that for calibration/validation purposes, the WL150 algorithm can introduce noise and the use of actual 10-m dropsonde measurements should be further investigated.

Index Terms—Calibration, dropsondes, ocean surface high and extreme wind reference, tropical cyclones, microwave radiometry.

I. INTRODUCTION

HURRICANES and tropical cyclones are very dramatic phenomena as they are often associated with natural disasters, causing deaths and economic loss [1-3]. Designated aircrafts fly into the hurricanes in order to collect in-situ measurements of several atmospheric parameters. The Global Positioning System (GPS) dropwinds (hereafter referred to as dropsondes) are one of the instruments deployed from these aircrafts. They provide profiles of wind, humidity, pressure and temperature, as they descend until they reach the ocean surface [4]. In addition, these aircrafts are also equipped with Stepped Frequency Microwave Radiometers (SFMRs), which provide measurements of the 10-m surface wind speed and rain rate [5]. These measurements play a fundamental role in hurricane understanding and forecasting [6,7]. They are used as reference by the operational extreme wind community for the characterization of tropical and extra-tropical storms. They are also used in hurricane nowcasting applications.

The dropsondes 10-m surface-adjusted winds estimated from the dropsonde wind profiles are used instead of the actual dropsonde wind measured at an altitude of 10 m [8]. The dropsonde measurements close to the surface are considered as not reliable for hurricane intensity estimation. They can be compromised by local effects, such as long waves and wind
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gusts so that they can introduce variability that is not associated with the storm strength. The surface-adjusted winds are also used as reference for the calibration and validation of the SFMR wind measurements [9, 10], although the spatial representations are quite different. In this manuscript, we investigate different spatial aggregations to determine the optimal dropsonde calibration reference for SFMR.

Recent works have analyzed the possibility to use the SFMR measurements as reference for the calibration of spaceborne instruments to sense high and extreme winds as well as for forward model derivation and validation [11-13]. However, when using SFMR to calibrate/validate other instruments and models at high and extreme wind conditions, this results in an indirect relationship with the dropsonde surface-adjusted winds. In this work, we mainly focus on the possible implications that the use of these surface-adjusted winds may have for calibration and validation purposes. It is crucial to take into account the possible errors between these estimates and SFMR winds in order to ensure that satellite retrievals and models accurately resolve the physical aspects of the hurricane variability [14]. The use of the surface-adjusted winds in nowcasting applications is not the scope of this work.

The dropsonde surface-adjusted wind estimates are obtained using layer-averaging techniques [15, 16] and in particular the so-called WL150 algorithm [8]. This algorithm consists of first the computation of an altitude-weighted average wind over 150 m, known as WL150 wind, obtained from the lowest 150-m layer of dropsonde measurements. Those measurements are generally collected within the altitude range from 10 m to 350 m. This averaged wind is then scaled to the surface wind at an altitude of 10 m using a scaling factor of about 0.85. This factor refers to layers of about 150 m thickness and at a mean altitude of about 85 m (hereafter referred to as nominal conditions). However, these nominal conditions do not always occur. The dropsondes can fail in reporting measurements at an altitude of 10 m, leading to involve layers at mean altitudes higher than the nominal 85 m. In addition, the presence of possible gaps of dropsonde readings within the nominal 150 m layer can lead to the computation of the WL150 wind using readings covering layers thinner than the 150 m thickness.

Our work aims to evaluate the WL150 algorithm when used for SFMR calibration/validation. To do that, we used nine years of data, that includes the surface-adjusted winds as well as the dropsonde wind profiles. We used these profiles to re-compute the WL150 winds and the surface-adjusted winds in nominal conditions, as well as by modifying the layer thickness and height. This allows us to determine the sensitivity of the WL150 algorithm to both these parameters and to understand the optimal representation for SFMR calibration. We find that lower layer height and shallower thickness provide a significant benefit for the correspondence between the SFMR and the dropsonde surface-adjusted wind speed.

The work is organized as follows. Section II describes the data sets used in this analysis. Section III.A describes the methodology used to collocate the SFMR and dropsonde winds. Sections III.B and III.C describe the methodology used to compute the dropsonde averaged wind with different layer altitudes and thicknesses, respectively. To analyze the WL150 algorithm, we first carried out a test to verify the accuracy of the 0.85 scaling factor using a logarithmic wind profile. The results are shown in Section IV.A. We then compared the WL150 wind at different layer altitudes with the corresponding dropsonde winds averaged in nominal conditions, as well as with the corresponding collocated SFMR surface winds. The results are given in Section IV.B. We subsequently evaluated the dropsonde winds averaged over layers with different widths with respect to the dropsonde 10-m surface wind measurements as well as with the collocated SFMR surface measurements. The results are provided in Section IV.C. In order to more thoroughly address the spatial representativeness differences between SFMR and dropsonde winds, an additional analysis has been carried out by comparing the 10-m surface-adjusted winds with the collocated SFMR winds at different spatial scales. The results are shown in Section IV.D. Finally, the conclusions are given in Section V.

II. DATA SETS

The SFMR and dropsonde datasets have been acquired by the many NOAA WP-3D and U.S. Air Force Reserve Command (AFRC) flights over several hurricane seasons. Nine years of data have been collected for this study, from 2009 to 2017.

A. SFMR Data

The SFMR is a C-band passive nadir-looking instrument built by ProSensing, Inc., Amherst, MA, USA [17]. It measures the ocean surface brightness temperature at six different frequencies from 4.55 to 7.2 GHz [5]. From these measurements both the 10-m surface wind speed and rain are estimated. The wind retrievals are available at a frequency sampling of 1 Hz.

These data have been reprocessed using a new Geophysical Model Function (GMF) [9]. This GMF was developed to correct a low bias in the SFMR wind speed retrievals between 15 and 45 m/s with respect to the surface-adjusted dropsonde wind speed. As explained in Sapp et al. [9], by using this new model in the SFMR retrieval algorithm the bias has been reduced by about 10%. Note that the precision of the SFMR wind speed retrievals below 15 m/s is considered as questionable due to the low sensitivity of the instrument to the physical processes at low wind conditions. The data products include a quality control (QC) flag to discriminate the valid solutions from those questionable or invalid. In this study we have only used the SFMR retrievals marked as valid solutions.

In terms of calibration accuracy, the SFMR dataset has also been inspected to ensure that the wind retrievals are good for instrument calibration. This consists of checking the accuracy of the corresponding brightness temperature measurements from the six different channels [11]. We further note that SFMR measures ocean surface properties, which depend on air mass density and stability [11,18]. These effects are ignored here and implicitly included in the calibration to 10-m winds.

B. GPS dropsonde data

The GPS dropsondes are instruments equipped with special sensors that provide several atmospheric measurements. In this study we focus on the wind speed measurements. According to Hock and Franklin [4], the vertical and horizontal wind components measured by the dropsondes are obtained from the
dropsonde velocity components corrected by the acceleration resulting from the drag force. Both the dropsonde velocity and acceleration can be obtained by the dropsonde GPS-derived position measurements. The wind measurement accuracy ranges between 0.5-2 m/s with a vertical resolution of ~5 m.

We have collected the dropsonde wind speed profiles in both the raw and quality-controlled (QCed) formats. The QCed profiles were obtained by processing the raw profiles using the NCAR’s Atmospheric Sounding Processing Environment (ASPEN) software, which systematically detects and removes the incorrect measurements. For the analysis of the WL150 algorithm, we have mainly used the QCed wind profiles. We used the raw profiles for retrieving the information of the dropsonde launch time, which is used for collocation purposes as explained in Section III. We notice that the QCed profiles report the dropsonde launch time as the time of the first reliable wind measurement, but this may not correspond to the actual launch time. Indeed, right after exiting the aircraft, the dropsonde sensors need time to settle in the new environmental conditions and during this time, they do not collect valid measurements. These measurements are filtered out by ASPEN so that they are removed from the QCed profiles.

In addition to the raw/QCed profiles, we have also collected the 10-m surface-adjusted winds obtained from the WL150 algorithm. Note that the whole data set only refers to the dropsondes outside the hurricane eyewall and in tropical cyclone conditions.

III. METHODOLOGY

Since the SFMR and the dropsonde winds have a different spatio-temporal resolution and sampling, we have first developed a collocation methodology to pair the SFMR wind measurements with the corresponding dropsonde. We have then computed the averaged WL150 wind with different configurations of the layer altitude and thickness. The details of the WL150 wind algorithm are given in the Appendix.

A. SFMR/dropsonde wind collocation

The dropsonde position at the surface is usually horizontally displaced with respect to the launch location. Such displacement is generally in the azimuthal direction with respect to the storm center. Since the storm wind gradient mostly changes in the radial direction, one can assume that the SFMR wind speed measured at the dropsonde launch time is representative of the surface wind conditions observed later by the dropsonde [11]. Therefore, for the SFMR/dropsonde wind comparison, we use the SFMR wind speed measurements at the dropsonde launch time to be paired with the corresponding dropsonde. A schematic of the SFMR/dropsonde wind collocation method is shown in Fig. 1.

Since more than one storm may simultaneously occur over different locations and more than one aircraft may be flying at the same day and time, to correctly pair the dropsonde and SFMR the correspondence of the aircraft name needs to be verified. The dropsonde profile products contain the sounding description which include the aircraft name. The SFMR product contains the aircraft identification, the so-called platform ID. However, while for the SFMR products from the NOAA-P3, the sounding description and the platform ID use the same name format to identify the aircraft, this is not the case for the AFRC flights, making the name verification agreement not straightforward. For this reason, we have used the following two criteria to pair the dropsonde/SFMR surface winds:

1) when the SFMR platform ID and the flight identification available in the sounding description match, the SFMR wind measurement whose time \( t_{\text{SFMR}} \) meets the following condition is selected:

\[
\Delta t = |t_{\text{SFMR}} - t_{\text{launch}}| \leq 1 \text{ sec}
\]

Where \( t_{\text{launch}} \) is the dropsonde launch time. Note that since SFMR sampling rate is 1 sec and that the dropsonde time information is rounded to the nearest second, a \( \Delta t \) of 0 seconds should suffice. However, since that particular SFMR wind observation may be missing or QC-rejected, the collocation procedure allows the selection of the previous or consecutive SFMR measurement (i.e., at \( \pm 1 \) second distance from \( t_{\text{launch}} \)), whichever is valid.

2) When the SFMR platform ID and the dropsonde flight identification do not match, an additional condition on the spatial distance is included in order to identify the corresponding SFMR platform, such that:

\[
\Delta d = |d_{\text{SFMR}} - d_{\text{launch}}| \leq 10 \text{ km}
\]

where \( d_{\text{SFMR}} \) is the position of the selected SFMR point and \( d_{\text{launch}} \) is the dropsonde position corresponding to zero seconds after the launch. The seconds-after-launch value is stored in the dropsonde profile as a variable called \( t_{\text{offset}} \). When the dropsonde position at \( t_{\text{offset}} = 0 \) s is not available, \( d_{\text{launch}} \) corresponds to the first available position at \( t_{\text{offset}} > 0 \) s.

Hereafter, we refer to the collocated SFMR wind at launch time as SFMR-L. A total of 1797 dropsondes have been collocated with SFMR; 31% of these collocations has been obtained with the additional condition shown in (2).
is done to increase the dropsonde data available for this analysis. We have then computed the corresponding WL150 wind from layers at different mean altitudes. For this analysis, we have selected the dropsonde wind profiles which have at least five readings in each layer. Those profiles which do not provide a sufficient number of readings in each and all of the layers are discarded. This is done to ensure that the same dropsondes are used when moving the layer to higher altitudes and hence guarantee very similar weather variability conditions in the sample. Changing the altitude of the 150-m layer is intended to simulate dropsondes that fail in reporting measurements at different heights above the surface. To do that, we have changed the mean altitude such that the layer ranges between 50-200m, 100-250m, 150-300m and 200-350 m. We will refer to the corresponding WL150 wind as WL1500, WL1501, WL1502 and WL1503, respectively. The subscripts indicate the lowest altitude of the layer where we start to count the available dropsonde readings. The WL150 wind computed from a layer between 10-160 m, with a mean altitude of 85 m is considered here as the wind in nominal condition (WL1500h, where the superscript h indicates that it has been derived from the profiles selected to change the layer mean altitude).

In a second analysis, we have fixed the lowest altitude of the layer to be within 10 to 15 m and we computed the wind by changing the layer thickness. This is intended to verify if the winds averaged over thinner layers close to the surface are more representative of SFMR sea surface wind measurements. We have set the wind in nominal conditions to have a layer thickness of 140-150 m (WL150w, where the superscript w indicates that it has been derived from the profiles selected to change the layer thickness). We have then trimmed the layer to different thicknesses: 90-100m, 40-50m and 15-25m. We will refer to these winds as WL100, WL50 and WL25, respectively. The data have been filtered in such a way that the thinnest layer contains at least four dropsonde measurements. As for the previous case, those profiles which do not guarantee a sufficient number of readings at each layer are discarded. Although the

![Fig. 2](image-url) Two-dimensional histograms of the dropsonde WL150 at different 150-m layer altitudes versus their corresponding WL150h (see colorbar). The 150-m layer is placed at 50-200m (a), 100-250m (b), 150-300m (c) 200-350m (d). The Pierson correlation coefficient (cc), bias, standard deviation (SD), and number of points (Num) can be found in the legend.

![Fig. 3](image-url) Same as Fig. 2 but for SFMR-L instead of WL150h. Note that (a) shows the comparison in nominal conditions.

![Fig. 4](image-url) Ratio of the dropsonde surface wind speeds and the WL150 wind speed, as a function of the altitude (red stars). The corresponding values of the ratio as presented in Uhlhorn et al., (2007) are also shown for comparison (black stars). For comparison, the corresponding ratios for a neutral profile with $Z_o = 1$ mm (solid red) and 5 mm (solid blue) at 30 m/s 10-m wind speed.

WL150h and WL150w have been calculated with the dropsonde readings that meet the nominal criteria, note that these winds are not the same. They are the result of different filtering criteria; therefore, they are computed with different dropsonde readings.

IV. RESULTS

A. Analysis using the logarithmic wind profile

Logarithmic wind profiles are commonly used to describe the distribution of winds with respect to altitude. They depend on the atmospheric stability, which refers to the stratification of the atmosphere near the surface. To verify the 0.85 scaling factor used in the WL150 algorithm, a profile under neutral stability conditions is assumed, so that the wind speed ($U$) with respect to the altitude ($z$) is modelled as [19,20]:
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computed the correlation. The histograms are shown in Fig. 5. At 10 m from the surface, the ratio is 0.87 for (a) and (b), respectively. If scaling the WL150 wind to a wind speed at 10 m, the corresponding ratio is 0.85 and 0.84 when using a logarithmic profile with $\sigma_L = 0.41$. All the layers correspond to the lowest altitude level, i.e., with a lowest reading around 10 m. The same statistical parameters as in Fig. 2 can be found in the legend.

$$U(z) = \frac{u^{*}}{k} \ln \left( \frac{z}{z_0} \right)$$

where $u^{*}$ is the friction velocity, $z_0$ is the roughness length and $k$ is the Von Karman constant of $0.41$. The wind speed profile is computed assuming six dropsonde measurements at 10 m, 15 m, 45 m, 75 m, 105 m and 135 m. We have used two different configurations which correspond to a 10-m surface wind speed of about 30 m/s: (a) $z_0 = 5$ mm and $u^{*} = 1.58$ m/s; (b) $z_0 = 1$ mm and $u^{*} = 1.30$ m/s. These values represent a range of typical values in hurricane wind conditions. From these modelled profiles, we have derived the corresponding WL150 wind speed. The results of this test show that the ratio between the 10-m surface wind speed and the computed WL150 is 0.81 and 0.84 when using a logarithmic profile with assumptions (a) and (b), respectively. If scaling the WL150 wind to a wind speed at 15 m rather than at 10 m, the corresponding ratio is 0.85 and 0.87 for (a) and (b), respectively. Using a correction of 0.85 would imply scaling to a wind speed at 15 m rather than 10 m, so a 5 m altitude error. This suggests that the scaling factor is very sensitive to the altitude of the dropsonde wind measurements and errors in the determination of this factor would lead to scale the winds at different altitudes rather than at 10 m from the surface.

B. Impact of the layer altitude

We have compared the WL150$_{50}$, WL150$_{100}$, WL150$_{150}$ and WL150$_{200}$ with the WL150$_{4}$. The two-dimensional histograms are shown in Fig. 2. For each histogram, we have computed the correlation coefficient (CC), the mean wind speed difference (bias) and the mean standard deviation of the wind speed differences (SD). The CC value decreases with increasing layer altitude. The absolute value of the bias (the SD) increases with altitude, going from 0.67 m/s (0.82 m/s) for the 50-200m layer to 1.90 m/s (2.54 m/s) for the 150-300m layer. A similar behavior is obtained with respect to the collocated SFMR-L surface wind speed. The results are shown in Fig. 3. The absolute value of the bias (the SD) goes from 2.27 m/s (4.03 m/s) for the lowest layer to 4.28 m/s (4.83 m/s) for the highest layer. Note that a bias between the WL150$_{4}$ and SFMR-L winds is expected since we are not using the dropsonde surface-adjusted winds (i.e., the scaling factor) in this comparison. As explained in Section IV.A, the wind speed increases approximately logarithmically with the altitude. Therefore, it is expected that the values of the WL150 wind speed increases when shifting the layer towards higher altitudes. However, note that this leads to larger differences between the WL150 and the SFMR-L winds.

According to Uhlhorn et al. [8] we have then defined the ratio between the 10-m surface winds and the WL150 wind as a function of the layer mean altitude ($z$), as described in (4). The results are shown in Fig. 4.

$$r(z) = 1 - 2.24 \cdot 10^{-3} z + 8.16 \cdot 10^{-6} z^2 - 1.16 \cdot 10^{-8} z^3$$

The ratio tends to decrease as the altitude increases. Differences can be seen from this polynomial function and the ratio derived by Uhlhorn et al. [8], especially at high altitudes. Such differences may be due to the fact that in [8], only eyewall dropsondes were examined. The behavior in eyewall conditions has not been specifically addressed in this work.

In Fig. 4, the results using the logarithmic profile for both (a) and (b) assumptions are also shown. We can see a better agreement to $r(z)$ at 50 m and 100 m, when using the logarithmic profile with assumption (b). However, a less accurate fit at 10 m altitude is also seen. This might suggest uncertainty due to the dropsonde altitude, speed and acceleration knowledge.

C. Impact of the layer thickness

Figure 5 shows the comparison between the dropsonde wind speed measurement at the lowest layer altitude ($U_{10}$, lowest reading) and the WL150$_{4}$, WL100, WL50 and WL25, along with the statistics as described in Section IV.B. As explained in Section III, the altitude of the lowest reading ranges between 10
m to 15 m. When averaging the dropsonde measurements over thinner layers (w.r.t. the nominal 150-m layer) the CC between the measured $U_{10}$ and the averaged wind slightly increases, going from 0.983 for the nominal 150-m layer to 0.996 for the 25-m layer. In addition, the bias and the SD significantly decrease when reducing the layer width to 25 m. The regression (red) line approaches the diagonal (black line) for decreasing layer thicknesses. These results suggest that the 25-m layer averaged winds are most representative of the dropsonde lowest level (10-m) winds, as expected, since an integrated measurement over a 25-m layer above the surface is enough to reduce the noise while it best represents the sea surface wind conditions. Similar results are obtained when comparing the different averaged winds and the collocated SFMR winds, as shown in Fig. 6. The CC value remains high and does not significantly change. The SD values slightly decrease from 4.03 (with respect to WL150), to 3.98 (with respect to WL25). On the other hand, the bias considerably decreases from -2.03 m/s to -0.75 m/s.

D. Representativeness error at different SFMR spatial scales

SFMR and dropsonde winds are indeed integrated measurements but represent different spatial and temporal scales. In order to compare them, one should first assess the different spatial and temporal representation of both sources. One way to do this is by computing SFMR along-track averages, centered at the SFMR-L position, over 3 sec, 11 sec, 51 sec, 101 sec and 251 sec. We have assumed an aircraft speed of about 100 m/s on average, so that such temporal distances correspond to a spatial distance of 200 m, 1 km, 5 km, 10 km and 25 km, respectively. In order to consistently compute averaged winds, we have set a limit for the minimum number of QC-accepted SFMR points used to compute the average. Since the SFMR winds are provided at 1 Hz, this threshold is set to 2 points, 9 points, 40 points, 80 points and 200 points, respectively (i.e., a minimum of about 80% of valid points, except for the 3-sec averages for which a minimum of 66% of valid points is required). About 37% of the available collocations have a corresponding SFMR flight that meets these constraints. The results in Fig. 7 show that the SFMR winds at different temporal/spatial scales are in relatively good agreement with the dropsonde surface adjusted winds. On the one hand, there is a slight decrease of the SD as well as an increase of the CC for increased spatio-temporal averaging, up to 10 km resolution. On the other hand, the SD (CC) increases (decreases) for the 25-km averaged winds. This suggests that the dropsonde estimated surface winds obtained by the WL150 algorithm may be representative of 10-km averaged SFMR winds. Note that the location difference between SFMR and dropsonde, as explained in Section III.A, may increase the differences seen in SD and CC at the 5-km scales and smaller, as these scales are not resolved in the collocation (see Fig. 1).

V. CONCLUSIONS

The operational high and extremes wind community rely on the dropsonde-derived surface-adjusted winds as reference for hurricane nowcasting. In-situ 10-m winds from dropsondes are also needed for instrument calibration and weather model validation, directly or indirectly. However, current dropsonde winds are estimated from the dropsonde wind profiles using the WL150 algorithm, so that their accuracy and representativeness remains an open issue and further investigations are required for calibration/validation purposes.

In this work we evaluate the WL150 algorithm with respect to the SFMR winds. We found that when averaging the dropsonde readings over a layer at mean altitudes higher than the nominal 85 m, the resulting WL150 wind increases. This leads to higher biases and standard deviations with respect to the nominal WL150 wind as well as to the collocated SFMR surface wind. Such bias is not constant and it appears rather scaled with respect to the wind speed. In order to properly scale the WL150 wind to the 10-m height, the scaling factor used in the WL150 algorithm needs to consider the corresponding mean layer altitude. Our analysis also shows that, when averaging the dropsonde readings over a much thinner layer...
than the nominal 150-m layer close to the surface, the bias and the standard deviation between the averaged winds and the corresponding lowest dropsonde reading are significantly reduced. Similar conclusions are drawn when comparing the averaged dropsonde readings with the collocated SFMR wind. This suggests that the winds averaged over 25-m rather than 150-m layers are more representative of the 10-m winds. We also found that the dropsonde surface-adjusted winds are more representative of 10-km horizontally averaged SFMR winds than of single closest collocated winds, which is partly explained by the average closest collocation distance.

We conclude that the WL150 winds can introduce noise and biases when converted into 10-m surface winds. The actual dropsonde 10-m winds might represent a more direct calibration and validation resource for SFMR, satellite instruments and weather models. However, the actual dropsonde winds are computed from the dropsonde velocity and acceleration caused by the drag force. This information is obtained from the GPS-derived dropsonde position time series [4]. The position computation by the dropsonde GPS chip has not been investigated yet, nor its derivation of speed and acceleration, which may cause further bias. That information appears essential to understand and characterize the possible errors and the error propagation near the surface, when the sonde is strongly decelerating. Therefore, the accuracy and reliability of the dropsonde actual 10-m winds still remain an open issue and additional analysis using logarithmic wind profiles should be considered for further investigations.

APPENDIX

THE WL150 ALGORITHM

According to Sapp et al. [9], the WL150 wind can be computed from the WL150 zonal (\(u_{WL150}\)) and meridional (\(v_{WL150}\)) components. They are obtained from the components of the dropsonde wind samples available within the layer, as described in (5) and (6), respectively:

\[
\begin{align*}
    u_{WL150} &= \frac{\sum_{i=1}^{n} u_i w_i}{h_n - h_1} \\
    v_{WL150} &= \frac{\sum_{i=1}^{n} v_i w_i}{h_n - h_1}
\end{align*}
\]  

Where \(n\) is the number of dropsonde wind samples in the 150m-layer, \(u_i\) and \(v_i\) are the sample \(i\) zonal and meridional components, respectively. The \(w_i\) are the corresponding weights computed from each sample altitude \(h_i\), as shown in (7) and (8). A continuous distribution of the wind samples within the layer is normally assumed.

\[
\begin{align*}
    w_1 &= \frac{h_2 - h_1}{2} ; \\
    w_n &= \frac{h_n - h_{n-1}}{2} \\
    w_i &= \left(\frac{h_{i+1} - h_i}{2} + h_i + \frac{h_i - h_{i-1}}{2} + h_{i-1}\right) ; \quad i = 2, ..., n - 1
\end{align*}
\]

In order to convert the WL150 wind components into the corresponding 10m-surface wind components, a factor of 0.85 is generally applied to \(u_{WL150}\) and the \(v_{WL150}\), as shown in (9) and (10) [8].

\[
\begin{align*}
    u_{10WL150} &= 0.85u_{WL150} + 0.89 \quad (9) \\
    v_{10WL150} &= 0.85v_{WL150} + 0.89 \quad (10)
\end{align*}
\]

From the wind components, then the corresponding dropsonde 10m-surface wind speed and direction is estimated. Another possible approach is to apply the WL150 algorithm directly to the wind speed measurements rather than to the wind components. This is accurate in terms of estimating the wind speed, but it can bring some uncertainty in the estimation of the surface wind direction.
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