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Abstract—The capability of the cyclone global navigation satel-
lite system (CYGNSS) to observe winds within tropical cyclones
(TCs) is assessed by using simulated CYGNSS observations over
43 cyclones from 2010 to 2011. The CYGNSS end-to-end simula-
tor (E2ES) is utilized to generate delay-Doppler maps from which
wind speeds are then retrieved. These wind speeds are first com-
pared to the high-resolution model winds input into the E2ES. For
range corrected gain (RCG) values greater than 20, the CYGNSS
winds have a standard deviation of 0.57 m/s relative to these model
winds. An error probability lookup table is developed to improve
performance for RCG values lower than 20, as well as minimiz-
ing data loss (up to 4.4%). Since actual TCs are utilized in this
study, the CYGNSS winds are also compared to winds from the
advanced SCATterometer (ASCAT), the Oceansat-II scatterome-
ter, GPS dropsondes, the stepped frequency microwave radiome-
ter, and the H*wind model analysis. The CYGNSS winds compared
best to the ASCAT winds with an overall bias around −0.4 m/s,
and a standard deviation less than 1.54 m/s. GPS dropsonde winds
compared less favorably with a standard deviation around 7.36 m/s,
which can be partially attributed to spatial and temporal sampling
differences. The CYGNSS ability to retrieve the TC maximum
wind is also evaluated using the national hurricane center best
track maximum winds. Although the CYGNSS overall bias varied
from season to season (from −4.7 m/s in the Atlantic basin-2011
to −13.0 m/s in the Atlantic basin-2010), the standard deviation
remained fairly consistent.

Index Terms—Geophysical measurements, global positioning
system, microwave reflectometry, radar measurements, remote
sensing, scattering, sea surface, wind.

I. INTRODUCTION

THE ability to retrieve sea surface winds under tropical
cyclone (TC) conditions is an on-going challenge. In-

situ measurements from buoys, GPS dropsondes, and remotely
sensed measurements from microwave instruments (e.g., scat-
terometers, radiometers, synthetic aperture radars) are routinely
used to retrieve sea surface winds under a variety of environ-
mental conditions [1]–[6]. Sea surface reflected signals from
the global navigation satellite systems (GNSS) have also shown
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Fig. 1. Example of a DDM, including a DDMA represented by the black
rectangle around the specular point.

correlation to the wind signal on the ocean surface [7], [8]. This
remote sensing technique is commonly referred to as GNSS
Reflectometry (GNSS-R), where a GNSS receiver generates a
delay-Doppler map (DDM) at specular points on the ocean sur-
face [see Fig. 1]. The wind speed can then be inferred from
the measured DDM via an inversion procedure [9]–[12]. The
UK-DMC-1, launched on September 23rd 2003, was the first
spaceborne earth observation satellite which successfully col-
lected DDM measurements [11]. Although very limited in na-
ture (only 40 specular points were collected over the ocean), this
dataset revealed that the GNSS-R technique could be utilized
from space. On July 8, 2014, TechDemoSat-1 was launched
carrying the Space GNSS receiver-remote sensing instrument
(SGR-ReSI) [13]. Although TechDemoSat-1 was launched as
a technology risk reduction mission, significantly more DDM
measurements were collected by the SGR-ReSI, from which sea
surface wind speeds were successfully retrieved [14].

The cyclone global navigation satellite system (CYGNSS),
planned for launch in October 2016, represents the first dedi-
cated GNSS-R satellite mission specifically designed to retrieve
ocean surface wind speeds in the TC environment [15], [16].
CYGNSS will use a constellation of eight microsatellite obser-
vatories that can receive both the direct and reflected signals
from GNSS. These observatories are capable of collecting four
simultaneous reflections each, thus providing high temporal-
resolution wind speed retrievals within TCs. In preparation for
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the CYGNSS mission, a simulator was developed to produce
large sets of DDMs from CYGNSS observatory orbits [17]. A
forward model was also developed to infer wind speeds from
the simulated DDMs [18]. These tools are critical in assessing
the CYGNSS potential performance in retrieving wind speed
from TCs, as well as better understanding the mission strengths
and weaknesses. In this paper, we assess the forward model per-
formance from [18] (see Section II), and compare the simulated
CYGNSS retrieved winds in TC conditions to the winds from
the advanced SCATterometer (ASCAT) [19], the Oceansat-II
scatterometer [20], GPS dropsondes [1], the stepped frequency
microwave radiometer (SFMR) [21]), and the H*wind model
analysis [22] (see Section III). Section IV provides a conclusion
including possible future works.

II. FORWARD MODEL EVALUATION

A. Description

Ocean surface wind retrievals from CYGNSS observables are
made possible using a specially developed geophysical model
function (GMF) that relates these observables to the ocean sur-
face winds. A 13-day nature run dataset capturing the full life
cycle of a TC [23], along with the CYGNSS end-to-end simula-
tor (E2ES) [17], are used to generate the CYGNSS GMF. Ocean
and atmosphere state variables from the nature run, including
wind direction, wind speed, rain rate, freezing height, and sur-
face permittivity, are used as inputs to the E2ES. The wind field
is used to compute the mean square slope of the ocean surface,
which in turn is used to calculate the L-band radar cross-section
of the ocean surface, and ultimately the scattered power. The
current implementation of the E2ES excludes sea surface wave
related parameters, sea surface temperature, and ocean surface
salinity. These additional geophysical parameters may be in-
cluded in a future version of the simulator.

Using the E2ES, a large set of DDMs can then be generated.
From each DDM, a DDM average (DDMA) and a leading-edge-
slope (LES) are estimated. The DDMA represents an average
of a DDM over a given delay/Doppler range window around
the specular point (see Fig. 1); the LES refers to the slope of
the leading edge of the integrated delay waveform [24]. The
GMF is trained using wind speeds from 0–55 m/s on a 25 km
× 25 km spatial grid, for incidence angles between 0◦ and 80◦,
and a receiver antenna gain greater than 15 (numeric). Fig. 2
shows both the DDMA and LES versus wind speed for various
incidence angles. This figure shows that, given an incidence
angle, a measured DDMA (or LES) leads to a unique wind
speed. However, the steep and small slopes on the curves require
accurate knowledge of the DDMA and LES to properly retrieve
corresponding wind speeds.

Once wind speeds are retrieved from both the DDMA and
LES observables, they are combined to generate a minimum
variance (MV) estimator

UMV
10 = k0U

DDMA
10 + k1U

LES
10 (1)

where UMV
10 represents the final retrieved wind speed obtained

from the MV estimator, UDDMA
10 is the wind speed retrieved from

the DDMA observable, and ULES
10 is the wind speed retrieved

Fig. 2. Plots of CYGNSS observables relative to wind speed for various
incidence angles using the CYGNSS GMF.

TABLE I
TROPICAL CYCLONE TYPE BREAKDOWN PER BASIN-2010–2011 SEASONS

Tr. Dep. Tr. Stor. H. cat1 H. cat2 H. cat3 H. cat4

Atl. 1 14 3 0 3 6
Pac. 3 3 4 1 1 4
Total 4 17 7 1 4 10

from the LES observable [18]. The coefficients k0 and k1 used
in (1) vary depending on the range corrected gain (RCG–see
the appendix for additional details on this variable)

k0 = 1 k1 = 0 1 < RCG < 3
k0 = 0.588 k1 = 0.412 3 < RCG < 5
k0 = 0.671 k1 = 0.329 5 < RCG < 10
k0 = 0.701 k1 = 0.299 10 < RCG < 20
k0 = 0.689 k1 = 0.311 RCG > 20.

(2)

B. Performance

The forward model is evaluated using realistic high-resolution
model wind fields from the hurricane weather research model
(HWRF) [25]. The 2010–2011 hurricane seasons from both
the Atlantic (ATL) and Eastern Pacific (EPAC) basins are se-
lected, yielding a total of 43 TCs. Table I shows the storm type
breakdown per basin. The HWRF data is provided every 3 h
throughout the life of a given TC. Additionally, three spatial
resolution grids are available centered around the TC: 3, 9, and
27 km. While the 3- and 9-km resolution grids provide more
detailed wind field characteristics in the immediate vicinity of
the TC, the 27 km resolution grid covers a much larger spatial
area [see Fig. 3(a)]. For each HWRF forecast cycle for each
storm, the three corresponding HWRF resolution products are
input into the E2ES to generate a series of DDMA and LES
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Fig. 3. Above plots show an HWRF pass over hurricane Earl on 30 August 2010 at 1500z (plot a), and CYGNSS passes over the same storm on the same date
between 1430z and 1530z (see plot b). Since CYGNSS will use a constellation of eight microsatellites, plot c shows how CYGNSS passes occur over time between
1430z and 1530z. The plot of the HWRF pass features both the 3 and 27 km resolution grids. Finally, best track storm track and eye location (at 1500z) are also
overlaid on all three plots.

Fig. 4. Scatterplots of unfiltered simulated CYGNSS vs. HWRF wind speed for four different RCG ranges. High correlation exists for RCG greater than 10,
whereas poor results are obtained for RCG less than 10 which represents about 28% of the whole dataset.

observables for each of the 43 storms. The GMF is then used
to infer the wind speed from these simulated CYGNSS observ-
ables. As an illustration, Fig. 3(b) shows simulated CYGNSS
retrieved winds for hurricane Earl (ATL basin) on 30 August,
2010 between 1430 z and 1530 z; Fig. 3(a) shows the corre-
sponding HWRF storm snapshot on 30 August 2010 at 1500z.
Since CYGNSS will use a constellation of eight microsatellite
observatories, a storm pass can occur over a fairly large time
span; in fact, Fig. 3(c) shows how the various CYGNSS passes
happen over time between 1430 z and 1530 z on 30 August 2010
over hurricane Earl. This sampling is in contrast with a tradi-
tional scatterometer storm measurement swath, which would
typically cover the entire area at essentially the same time.

Fig. 4 shows scatterplots of simulated CYGNSS versus
HWRF wind speed for four different RCG ranges for all 43
TCs from Table I. For RCG values greater than 10, there is good
overall agreement between the two datasets; for RCG values
less than 10, a noticeable number of points show overestimated
retrieved CYGNSS wind speeds. In Fig. 5, the wind speed bias
and standard deviation between the CYGNSS retrieved winds
and HWRF winds are plotted against the RCG and incidence an-

gle values; a density plot [see Fig. 5(c)] is also included which
shows that the majority of retrieved CYGNSS winds are re-
trieved at moderate to high incidence angles (i.e., 30◦–70◦), and
with RCG values less than 50. The wind speed bias and stan-
dard deviation plots from Fig. 5 show good performance for all
incidence angles and RCG values greater than 10.

C. Quality Flag Implementation

The final step in the retrieval process utilizes the MV
algorithm to minimize the RMS error in the UDDMA

10 and ULES
10

wind speed estimates. Given the nature of the GMF (as shown in
Fig. 2), a small change in either the DDMA or LES observables
for wind speeds greater than ∼10 m/s, translates to relatively
large range of wind speeds. Additionally, the signal-to-noise
ratio can deteriorate as the RCG gets low. This can result
in large discrepancies in the UDDMA

10 and ULES
10 wind speed

estimates as shown in the scatterplots of Fig. 6(a) and (b). This
large variability of UDDMA

10 and ULES
10 observables at low RCG

values impacts the final wind speed retrieval output of the MV
algorithm. In order to improve the wind retrieval performance
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Fig. 5. Distributions of wind speed bias and standard deviation as a function of RCG and incidence angle (plots a and b). Plot c shows the density of points in
terms of both RCG and incidence angle. We note a high concentration of points for RCG less than 25 and incidence angle greater than 30. Poor statistical results
are obtained for very low RCG and for all incidence angles.

Fig. 6. Two-dimensional histograms of the distribution of U DDMA
10 vs. U LES

10 for four RCG ranges. These plots show that the error between these two variables
decreases as the RCG increases.

across all RCG and incidence angle values while retaining as
many retrievals as possible, a quality flag is developed and
implemented to filter unrealistic retrievals. An error probability
lookup table is therefore built as follows:

perr(|UMV
10 − UHWRF

10 | > 2
∣
∣
∣{UDDMA

10 , ULES
10 , RCGrange}) (3)

where UHWRF
10 represents the HWRF wind speed, and RCGrange

correspond to four selected ranges of RCG

RCG < 5,

5 ≤ RCG < 10,

10 ≤ RCG < 20,

RCG ≥ 20. (4)

A wind speed bin size of 0.5 m/s is used for wind speeds
ranging from 0 to 60 m/s. The complete 2010-11 ATL and EPAC
HWRF database is utilized to train the lookup table. Fig. 7 shows
the error probability in terms of both UDDMA

10 and ULES
10 for the

four selected RCG ranges. For RCG values less than 10, the
likelihood of large wind speed bias (i.e., |UMV

10 − UHWRF
10 | > 2)

is high when both UDDMA
10 and ULES

10 are greater than 15 m/s; for
RCG values larger than 10, large wind speed bias is more likely
to occur when UDDMA

10 and ULES
10 differ greatly from each other.

Various error probability thresholds are selected to determine
optimal flagging conditions of the CYGNSS retrieved winds.
Fig. 8 shows the bias and standard deviation between the
CYGNSS and HWRF wind speeds versus averaged wind
speeds for 50%, 70%, and 90% thresholds. As expected,
unsatisfactory results are obtained when no quality flag is
applied to the dataset [see Fig. 8(a)]. Once the quality flag is
applied (e.g., 90% and 70% thresholds), the statistical results
improve dramatically, albeit with a noticeably large bias for
high winds. With a 50% threshold, the bias and standard
deviation degrade for wind speed greater than 25 m/s. We find
optimal performance, when compared to the CYGNSS baseline
science requirements is obtained with an error probability
threshold of 70% [see Fig. 8(c)]. This threshold is selected for
all subsequent analysis presented in this paper.

Fig. 9 shows the same series of plots as in Fig. 5, but with the
quality flag applied. The bias and standard deviation improve-
ments are clearly noticeable in Fig. 9(a) and (b), particularly at
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Fig. 7. Plots of the error probability relative to U DDMA
10 and U LES

10 for four RCG ranges. Plots a and b indicate that simulated CYGNSS winds should almost be

completely flagged out when both U DDMA
10 and U LES

10 are greater than 15–20 m/s and RCG is less than 10. As the RCG increases however (see plots c and d), the

error probability becomes lower for a wider range of U DDMA
10 and U LES

10 .

Fig. 8. Bias and standard deviation between simulated CYGNSS and HWRF wind speeds versus averaged wind speed, using various error probability thresholds.
Although the curves are noisy above 40 m/s (0.01% of all retrieved wind speed samples are found in that range), best overall statistical results are obtained using a
70% threshold when compared to the CYGNSS science baseline requirements shown with the dashed lines.

Fig. 9. Figure is a repeat of Fig. 5 except that the simulated CYGNSS data is now flagged. Wind speed bias and standard deviation distributions between
simulated CYGNSS and HWRF wind speeds are shown in plots a and b, as a function of RCG and incidence angle; density of points is also shown in plot c as a
function of RCG and incidence angle.

low RCG values. In order to improve the performance at mod-
erate to high winds, a bias correction is also developed, using
a “PDF matching” technique, and implemented in addition to
the quality flag; this bias correction method is a fairly common
technique used in the literature for GMF development [26]. This
technique modifies the PDF of the CYGNSS wind retrievals to
provide optimum correlation with the PDF of the HWRF winds,

which are considered the truth winds in this case. The biases in
the PDF of the CYGNSS wind retrievals can be caused by defi-
ciencies in the GMF and wind retrieval methodology. Fig. 10(a)
shows the PDFs of the CYGNSS, HWRF, and bias corrected
CYGNSS winds; Fig. 10(b) plots the actual bias correction
used. Fig. 10(c) shows the bias and standard deviation between
the CYGNSS and HWRF winds as a function of the averaged
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Fig. 10. Bias correction related plots. Plot a shows the pdf of CYGNSS with flag applied, HWRF, and bias corrected CYGNSS winds with flag applied. Plot
b shows the amount of bias correction applied to the CYGNSS data in terms of wind speed. Plot c and d show the bias and standard deviation between flagged
CYGNSS and HWRF winds, as a function of averaged wind speed, with and without bias correction applied.

Fig. 11. Repeat of Fig. 4 but with both the flag and bias correction applied. As can be seen in plots a and b, strongly uncorrelated CYGNSS winds have now
been flagged out.

TABLE II
BREAKDOWN OF THE NUMBER OF RETRIEVED WIND SPEED SAMPLES IN %

wind speed range (m/s) No Flag Flag on

0–5 2.68 2.68
RCG<5 5–10 3.99 3.94

>10 2.37 0.16

0-5 5.36 5.36
5≤RCG<10 5–10 10.69 10.68

>10 2.72 0.81

0-5 3.90 3.90
10≤RCG<20 5–10 8.67 8.67

>10 0.78 0.61

0–5 19.32 19.32
RCG≥20 5–10 36.42 36.42

>10 3.10 3.07

winds, with a 70% error probability threshold applied, and
Fig. 10(d) is the same plot but with the bias correction applied.
Finally, Fig. 11 is a repeat of the plots found in Fig. 4, but with
both the bias correction and quality flag applied.

Strongly uncorrelated CYGNSS winds, as seen in Fig. 4(a)
and (b) are now flagged out, which improve the overall statistics
against HWRF. Table II provides a detailed breakdown of the
number of retrieved wind speed samples in % for different RCG
and wind speed ranges with and without the flag applied. First,
we note that 4.37% of the data is filtered out across all RCG

ranges. This table also shows that the quality flag mainly impacts
higher wind speed retrievals: for wind speeds higher than 10 m/s,
6.73% of the retrievals are retained for RCG less than 5, 29.62%
for RCG between 5 and 10, and 79.18% for RCG between 10
and 20. The majority of winds above 10 m/s, with an RCG less
than 10 fail to satisfy our performance criteria as defined by (3)
and are, therefore, flagged out. However, it is important to note
that in the simulated data sample, less than 6% of retrieved winds
higher than 10 m/s are observed with low RCG levels. Our anal-
ysis indicates the inability of the chosen MV algorithm approach
to accurately retrieve winds above 13 m/s for RCG less 10.

III. WIND RETRIEVAL PERFORMANCE IN TROPICAL CYCLONE

CONDITION

The available simulated CYGNSS dataset is now compared
against TC winds retrieved from a selected airborne (SFMR,
GPS dropsondes) and spaceborne (ASCAT, Oceansat-II) sen-
sors, as well as the H*wind model analysis winds. In addition,
a maximum wind speed retrieval analysis is also included in
this section where we compare the CYGNSS retrieved maxi-
mum wind speeds to the national hurricane center (NHC) best
track maximum winds (for a given TC, the best track dataset
is a postanalysis six-hourly report of several storm parameters
including, but not limited to, the center location, atmospheric
pressure around the eye, maximum sustained wind speed, and
radius of maximum wind).
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Fig. 12. Retrieved simulated CYGNSS winds for the 2010 hurricane season in the ATL basin are shown in plot a. Retrieved winds from ASCAT, Oceansat-II,
SFMR, H*wind, and GPS dropsondes collocated with simulated CYGNSS winds are also shown (see plots b through f). Storm tracks, based on best track data,
are shown in red. Note that for adequate visualization, retrieved winds are only shown within a 200-km radius from the various storm eye center locations.

A. Comparison Against Sensors and the H*wind Model

Wind speeds retrieved from the ASCAT [19] and the
Oceansat-II scatterometer [20], are now compared with
CYGNSS winds for the 2010–2011 hurricane seasons in both
the ATL and EPAC basins. Wind speeds retrieved from GPS
dropsondes [1] as well as the SFMR on board the NOAA WP-
3D aircraft [21] are also used as “truth” to validate the CYGNSS
wind speed retrievals. Spatial and temporal collocation criteria
used for this analysis are 25 km and 3 h, respectively.

Fig. 12(a) shows the retrieved CYGNSS wind speeds over the
various TCs from the 2010 hurricane season in the ATL basin;
the various storm tracks obtained from the best track data are
also included in this plot. Fig. 12(b)–(f) shows retrieved wind
speeds from ASCAT, Oceansat-II, SFMR, H*wind, and GPS
dropsondes collocated with CYGNSS for the same hurricane
season; note that in all of these plots, the wind speed is only
plotted within a 200-km radius from the storm center.

Fig. 13 shows a series of scatterplots where the CYGNSS
winds are compared against each aforementioned sensor includ-
ing H*wind for the 2010–2011 hurricane seasons. The first row
of scatterplots in Fig. 13 shows the comparison when neither

quality flag nor bias correction are applied to the CYGNSS
retrieved winds; the second row shows the performance of the
CYGNSS retrieved winds with both the quality flag and bias
correction applied. Note that the bias correction applied to the
CYGNSS winds, in each of these scatterplots, refers to the
bias correction generated in Section II-C when comparing the
CYGNSS wind speed to HWRF (i.e., we do not attempt to adjust
the CYGNSS wind PDF to each of the respective sensor/model
wind PDF). As expected, results noticeably improve when both
the quality flag and bias correction are applied; the best perfor-
mance is obtained when compared to the ASCAT, followed by
Oceansat-II, with the minimum amount of data flagged.

The CYGNSS baseline performance requirements are de-
fined for wind retrievals over a 25 km × 25 km spatial grid.
This resolution condition can only be met when the incidence
angle is less than 54.5 degrees (this limitation is a direct result
of the instantaneous field of view becoming larger than the re-
quired spatial resolution for incidence angles larger than 54.5◦

[24]). Considering that 24.8% of the simulated measurements
were acquired with incidence angles larger than 54.5◦, we de-
cided to separate the data into two groups: a high-resolution
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Fig. 13. Scatterplots of simulated CYGNSS winds compared to collocated ASCAT, Oceansat-II, SFMR, H*wind, and GPS dropsondes, for the hurricane seasons
2010-11 in both the ATL and EPAC basins.

Fig. 14. Distribution of retrieved wind speed samples in % for various RCG and wind speed ranges.
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Fig. 15. Scatterplots of simulated CYGNSS maximum winds, including ASCAT, Oceansat-II, SFMR, GPS dropsondes, and H*wind, compared to best track.
Each plot represents each sensor and model performance per basin and hurricane season.

set that encompasses all measurements with resolution of up
to 25 km (i.e., incidence angles lower than 54.5◦), and a low-
resolution set which combines all other remaining observations
(i.e., incidence angles greater than 54.5◦). The distribution of the
measurements within these two groups for different RCG and
wind speed ranges is presented in Fig. 14. It is important to note
that the flag impact is essentially the same for both data groups
flagging 2.2% of high-resolution measurements and 2.17% of
low-resolution measurements. The third and fourth rows of scat-
terplots in Fig. 13 shows the CYGNSS retrieved winds in com-
parison with the same sensors and model for incidence angles
less and greater than 54.5◦, with both the flag and bias correction
applied. The results clearly show that the wind retrieval perfor-
mance is not degraded when lower resolution measurements are
included.

B. Maximum Wind Retrieval Analysis

The NHC routinely reports and forecasts the maximum sus-
tained winds for each monitored TC, which then classifies the
given storm (e.g., tropical depression, tropical storm, hurricane).
The NHC best track dataset provides this metric every 6 h dur-
ing the lifetime of a TC. We are interested in comparing the
retrieved maximum winds from CYGNSS simulated data, as
well as those from the sensors and model used previously, to
the NHC best track reported maximum winds. Again, the 2010–
2011 hurricane seasons for both the ATL and EPAC basins are
used for this exercise.

Fig. 15 shows scatterplots of the retrieved maximum winds
from CYGNSS as well as those from ASCAT, Oceansat-II,
SFMR, GPS dropsondes, and H*wind, all compared to the best
track maximum winds. Each plot shows the results for each
respective basin and hurricane season. We first note that the
retrieved maximum winds from the H*wind model analysis
provides the closest match to the best track for all hurricane
seasons and basins. Oceansat-II also performs well compared
to best track, with relatively low bias and a consistent standard
deviation. However, its performance is poor in the EPAC basin

in 2010, which is most likely due to abnormally low storm
coverage sampling. The ASCAT, SFMR, and GPS dropsondes
winds provide mixed results; ASCAT has high biases and
standard deviations for 2010 in the ATL basin, and for 2011 in
the EPAC basin, but more acceptable statistics for 2010 in the
EPAC basin, and for 2011 in the ATL basin. A closer look at
all four plots from Fig. 15 reveals that ASCAT performs well
compared to best track up to 60 knots maximum winds. Above
this threshold, ASCAT deviates noticeably from best track,
which could be attributed to ASCAT not having sampled actual
areas of high winds around the storm centers.

Simulated retrieved maximum winds from CYGNSS provide
somewhat consistent results, where biases vary between −4.7
down to −13 m/s, and standard deviations varying from 14.3
to 24.5 m/s for all hurricane seasons and basins combined. Al-
though some outliers are clearly noticeable for both hurricane
seasons in the ATL basins [see Fig. 15(a) and (b)], CYGNSS
appears to be capable of retrieving above 70 knots maximum
winds without deviating too much from the best track.

IV. CONCLUSION

In this paper, we utilized CYGNSS wind observations in-
ferred from simulated CYGNSS measurements to assess the
potential of using this instrument in retrieving winds in TC
wind conditions. The HWRF model fields from 43 actual TCs
from 2010–2011 in both the ATL and EPAC basins were uti-
lized as input to the E2ES to calculate CYGNSS DDMs for
these TCs. A GMF and retrieval algorithm, which were devel-
oped separately for CYGNSS, were then utilized to retrieve
wind speeds. The CYGNSS retrieved winds compared well to
HWRF for RCG values greater than 20. However, since only
about 59% of the simulated measurements were observed with
RCG greater than 20, a quality flag procedure was developed
to properly assess wind speed retrieval performance for RCG
values less than 20, and to retain as much data as possible with-
out compromising accuracy. The majority of unrealistic wind
retrievals occurred for RCG ranges below 10. To filter them
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out, we developed and implemented an error probability lookup
table. This table reports the probability that a retrieved wind
can deviate from the HWRF true winds by more than 2 m/s,
given a specific RCG range, a retrieved wind speed from the
DDMA observables, and a retrieved wind speed from the LES
observables. Using this error probability table, a wind quality
flag was defined by applying a 70% error probability threshold
to all the retrieved CYGNSS winds. The choice of threshold
was determined by balancing the retrieval performance while
minimizing the amount of data flagged (up to 4.4%). To fur-
ther improve the CYGNSS wind speed retrieval performance
for moderate to high wind speeds, the PDF matching technique
was utilized to determine bias corrections for the CYGNSS
wind speed PDF compared to the HWRF wind speed PDF. The
biases in the CYGNSS wind speed PDF are probably caused
by the combination of shortcomings in the GMF, wind retrieval
algorithm, and the E2ES that were employed for this study. We
have found that with the currently implemented forward model
and MV retrieval algorithm approach, only about 19% of wind
speed retrievals above 10 m/s will have adequate accuracy for
RCG levels below 10. However, for low wind speed ranges, this
algorithm approach is found to be robust for all RCG ranges.

Because actual TCs were utilized in this study, the CYGNSS
wind speeds have also been compared to retrievals from several
actual wind sources such as ASCAT, Oceansat-II, SFMR, GPS
dropsondes, and the H*wind model analysis. When the quality
flag and bias correction were applied, the best performance was
obtained when compared to the ASCAT sensor, with an overall
bias around −0.4 m/s and standard deviation less than 1.54 m/s.
The worse performance was observed when simulations were
compared to GPS dropsondes; overall standard deviation was
around 7.36 m/s, but overall bias remained small (0.56 m/s).
The temporal and spatial averaging scales are quite different so
these results were not that surprising given the relatively small
dataset. Finally, the CYGNSS capability to retrieve the TC max-
imum wind was evaluated using the NHC best track maximum
winds for the same set of TCs. Although the CYGNSS overall
bias varied from season to season (from −4.7 m/s in the ATL
basin-2011 to −13.0 m/s in the ATL basin-2010), the standard
deviation stayed fairly consistent for most seasons (14.3–17.4
m/s), except in the ATL basin in 2010 (24.5 m/s). The large range
of maximum wind variations is probably due to the simulated
sensor track missing the region of maximum winds. Because
the NHC best track database does not give the precise location
of the maximum winds relative to the center position of a given
TC, this variability is difficult to quantify. This study illustrates
the potential of CYGNSS to retrieve sea surface wind speeds in
the TC environment. While there are obvious limitations in any
simulated dataset, a similar methodology will be followed once
actual CYGNSS measurements become available. Future work
will also include refinement of the forward model and investi-
gation of the impacts of ancillary ocean parameters such as the
mean square slope and the significant wave height. Additionally,
the DDM data from the recently launched SGR ReSi GNSS re-
ceiver onboard TechDemoSat-1, which shares similarities with
CYGNSS, will also be analyzed to help assess CYGNSS per-
formance prior to launch.

APPENDIX

The RCG is defined as

RCG =
GSp

Rx

(RT xSpRRxSp)2 (5)

where GSP
Rx represents the receiver antenna gain (numeric) at

the specular point, RT xSp is the distance (in meters) between
the GPS transmitter and the specular point on the earth surface,
and RRxSp is the distance (in meters) between the CYGNSS
receiver antenna and the specular point on the earth surface [24].
Although the RCG unit is technically m−4 , we have decided to
leave the RCG unitless throughout the manuscript.
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